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AMD ∙ RAD Integrated Communications & AI Lab

Team

• ~25 top-class researchers/PhDs

• Europe, Singapore, US

• With broad expertise in AI, compilers and compute architectures

• Highly active internship program, ~10 across the different sites

Subjects

• Model optimization & quantization

• Customized compute architectures for inference acceleration

• Networking for distributed AI 

Close Collaboration

• In close collaboration with universities, partners and customers

Replace pictures
logos



Broader AI Context



5 |

Broader AI Context

• Many Views and Beliefs (bulls & bears)

• Transcending the Human Scale: Master information volume beyond the bandwidth of an individual.

• Clever Hans Effect: User clues and observer bias wanting to recognize intelligence.

• Artificial General Intelligence (AGI) Debate

• Heavy Investment is happening and will create opportunities across a wide spectrum of applications.

• State actors are joining the race on sovereignty grounds.

• Tremendous activity that will ultimately reveal where we’re able to land between the dumb scaling of 
an imposter emulation and an intelligently reasoning agent.

• AGI will be attained through scaling models, more compute & data.
• The huge VC investments demonstrate the broad consensus on a splendid future.

• Scaling AI by growing compute & data exponentially is not making the models more intelligent.
• An imagined superpower overrides all risks and fuels a hype running on the fear of missing out.



6 |

1960s

Early History: Supervised 

Learning, Perceptrons, MNIST

Evolution of AI is Accelerating

1989 2012 2014 2016 2018 2020 20242022

Transformers ChatGPT

Deep Neural Networks enabled by 

ImageNet and GPUs    •   AlexNet

Charlie Giattino, Edouard Mathieu, Veronika Samborska and Max Roser (2023) - “Artificial Intelligence” 

Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/artificial-intelligence' 

[Online Resource]

Agentic AI

Multi-modal

MOEs, 

SSMs

Reasoning

models
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Inflection Points

2011 2014 2016 2018 2021 20242023

AlphaGo 

Commercial 

Autonomous 

Vehicles

Bar 

Exam
Batteries

Weather 

Forecast

New Industries Displacing Old Ones

Deep 

Blue 

Chess Jeopardy! 

AlphaFold2

GitHub

CoPilot

1997

Eric Schmidt: “The AI Revolution is underhyped”

https://www.ted.com/talks/eric_schmidt_the_ai_revolution_is_underhyped



Inflection Points

…Healthcare & Life 
Sciences

Code Productivity 
Tooling

Robotics
Computer 
Graphics

Next Gen HPC 
with AI & 
Quantum

Today’s AI AI PervasivenessAI Revolution

8
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First Inflection Points in EDA!

2011 2021 20231997

AlphaChip

2020

Synopsys

DSO.ai

Cadence 

Cerebrus Circuit 

Foundation 

Models

[2504.03711] A Survey of Circuit Foundation Model: Foundation AI Models for VLSI Circuit Design and EDA

2017

(FINN)

https://arxiv.org/abs/2504.03711
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Enabling the AI Revolution
Economic Challenges

• Monetization challenge

• Key contributor: High inference cost

• Expensive cloud service due to compute and memory intensive workloads

• Race-to-bottom dynamic for inference pricing

• Large Language Models (LLMs) similar in their capabilities and easy to switch

• Short time window to amortize R&D cost

• Open-source models closing in (DeepSeek, Qwen)

Reported revenue for 2023, internally estimated numbers based on https://www.sequoiacap.com/article/ais-600b-question/ for visualization 

RACE to the

BOTTOM

Investment

Revenue

Today’s AI AI PervasivenessAI Revolution

Inference Cost – How can we lower the computational cost of running inference?

https://www.sequoiacap.com/article/ais-600b-question/
https://www.sequoiacap.com/article/ais-600b-question/
https://www.sequoiacap.com/article/ais-600b-question/
https://www.sequoiacap.com/article/ais-600b-question/
https://www.sequoiacap.com/article/ais-600b-question/
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There Must Be Headroom

• Three Mile Island is reopening and selling its power to Microsoft (CNN Sep. 2024)

• Transforming power delivery with 1MW per rack from 48 Volts direct current (VDC) to +/- 400 VDC [1]

• “A nuclear fusion breakthrough is needed to meet the vast energy requirements of future artificial intelligence.”

— Sam Altman, CEO of OpenAI [2]

[2] https://www.independent.co.uk/tech/openai-ai-nuclear-fusion-energy-b2479985.html
[1] 2025 OCP EMEA Summit, AI infrastructure is hot. New power distribution and liquid cooling infrastructure can help

est. 10^5 x

AI requires MegaWatts Human brain ~20Watts

Images generated with Stable Diffusion
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Can we get more efficient?

• Linear improvements with exponentially more 

compute?

 

 

• “Prompted DeepSeek R1 to choose a number 

between 1 and 100” (LLMDevs)

• Took 96seconds

OpenAI o1 AIME Score

Data from https://openai.com/index/learning-to-reason-with-llms https://www.reddit.com/r/LLMDevs/comments/1ieyflc/prompted_deepseek_r1_to_choose_a_number_between_1/

And is this really what we 

call intelligence?

Log scale x-axis!
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Model Algorithm

“Parameter Efficiency”

MOEs, SpNNs, RNNs

Quantization, Sparsity

Inference Execution

Runtimes, Scheduling, Spatial Mapping

Hardware Efficiency

Customization of architectures,

PIM, Analog NNs

Technology scaling

Inference Efficiency Enablers

Need to address 

efficiency on

all levels



Efficiency through Customization

14
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Energy Efficiency Focus across Product Range

 at all levels 

AMD Ryzen  

Mobile Processors

AMD Instinct

AI Accelerators

4th Gen
AMD EPYC  

Processors

AMD Versal  

FPGAs and SoCs

AMD Radeon  

GPUs

From Cloud to Embedded  



Long-Tail Challenges
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Ubiquitous AI

Communications, medical, aerospace, IoT, sensor 

intelligence

17

Emerging Applications – Embedded AI

Cloud

Large-scale

Training & Inference

Universal LLMs

Personal Assistants,

Games, Co-Pilot
Automotive, 

Sensor Intelligence, 

Robotics

EmbeddedClient
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Many Application Domains in the Embedded Space

Many 

others
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Diverse Requirements & High Degree of Specialization

Power

Cost

Latency

Throughput

Accuracy

Size

Real-time

Temperature

Model Size

Memory
Bandwidth

• System specialization serves

the diversity of requirements.

• Demanding combinations of 

constraints must be accounted 

for in used building blocks.

• Benefit: Well-scoped problems 

escape the AGI question. It’s all 

about scaling – albeit “dumb”.



Technological Levers



21 | Based on AMD internal estimates

1X

10X

2008 2010 2012 2014 2016 2018 2020 2022 2024 2026

45nm

32nm

22/20nm

16/14nm

7/10nm

5/4nm
3nm

2nm

FinFET

GAAFET

Energy

Efficiency
Density

21

The Silicon Technology Dividend
Gains are Slowing but Essential



Relative Bits/Joule

0X

10X

20X

30X

40X

50X

60X

Off-Package
Copper

Off-Package
Optical

On-Package 2.5D (HBM) 3D Stacked

22

Energy-efficient performance needs tight integration.

2.5D enables co-packed compute with HBM.

Advanced 3D hybrid bonding provides by orders of 

magnitude the densest, most power-efficient chiplet 

interconnect​ through higher bandwidth and lower latency.

AMD 3D V-Cache  technology drives energy 

efficiency leadership.

Source: Internal AMD Data

L. Su and S. Naffziger, "1.1 Innovation For the Next Decade of Compute Efficiency," 2023 IEEE International Solid-State Circuits Conference (ISSCC), San 

Francisco, CA, USA, 2023, pp. 8-12, doi: 10.1109/ISSCC42615.2023.10067810

The Advanced Packaging Dividend
Gains in Energy-Efficient Performance
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• Chameleon amongst the semiconductors – ready silicon on attractive technology node:

• shortens time to deployment, and

• lowers non-recurring engineering cost.

• Customize:
• IO Interfaces: DAC/ADC, Transceivers, GPIO

• Functionality: signal conditioning, compression, encryption, NN acceleration, …

Sea of programmable Lookup Tables (LUTs) ~millions

Programmable Interconnect

DSPs: n-bit MAC

Embedded SRAM ~high bandwidth

Programmable IO

1

FPGAs offer post-production HW specialization.

The FPGA Dividend
Making Extreme Customization Affordable



Bit allocations by format

24

Adapt algorithms to lower-precision arithmetic 

for space and energy benefits:

• Smaller storage and buffers (linear),

• More efficient arithmetic (quadratic for MULs).

• Tradable for proportional upscaling headroom.

S Exponent Mantissa

FP32

FP16

BF16

INT8

FP8

FP8

FP6

FP6

FP4

Source: Internal AMD Data

The Quantization Dividend
Customization that Makes a Difference

1b

8b

32b

Techniques:

• PTQ exploiting algorithmic resilience.

• QAT for advancing quality of results.

• A2Q (accumulator-aware quantization) for 

optimizing underlying hardware.



FPGA
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The Dataflow Dividend
Keep Everyone Moving

Structural dataflow representation of a topology in hardware:

 Improved efficiency:

 Fine-grained (per-layer) customization (precision, parallelism, …).

 Partial, on-chip feature map buffering typically suffices.

 Low fixed latency:

 No need for batching to attain performance,

 Predictable, guaranteed execution latency for all inputs.

Scale performance & resources right according to needs:

 Spectrum from full parallel unroll of bottlenecks for maximum performance

 To compute folded in time for minimum resource footprint.

DNN
allocated resource ~ 

compute requirement

per layer

200 kinfps200 Minfps
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Further Benefits of Customization
Example: Attention Block 

Finely tuned resource investment:

• Buffer sizes &

• Compute parallelism.

Fused operations:

• Less buffering,

• Lower latency &

• Higher efficiency.

On-chip buffering & data movement:

• Low latency &

• Energy efficiency.



FINN & Brevitas for Enabling Agility

27
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Agility is Key

• Time window for customization is getting shorter & 

shorter as the rate of innovation accelerates.

2018 2020 20242022

Transformers Chat GPT

Agentic AI

Multi-modal

MOEs, 

SSMs

Reasoning

models

Available Time
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Tooling for Agility: Brevitas &

Training tool

Brevitas

Hardware generator

FINN Compiler

Integrate generated IP 

into a larger design

Vivado/Vitis

 End-to-end flow – from DNN to bitstream 

 Enables generation of highly customized hardware architectures using 
quantization and dataflow.

 Components

 Brevitas: Training tool,

 FINN: Hardware generator, and

 Kernel library (HLS/RTL).

 Open-source 

 Easy collaboration with partners & customers.

 Flexibility to adapt in fast-moving application space.

 Third-party contributions.

Kernel Library
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Brevitas - PyTorch Library “Agile Quantization Support” 

• First class support for custom datatypes and operators at ML 

framework level

• Arbitrary precision integer, float, incl. FP8, block-style (MX)

• Extendible to user-defined datatypes, operators and support at training time

• Composable building blocks at multiple abstraction levels that 

can be arbitrarily combined

• Easy to broaden/scale model scope

• Supports QAT  & PTQ

• GPxQ, SmoothQuant, Bias Correction, Weight Equalization,…

• Enabling quantization research

• Hardware-independent through diverse export flows
AIE

RyzenAI

FlexML

GPUs

MIGraphX,

IREE, DirectML

CPU

ZenDNN

FPGA

FINN

QONNX

https://github.com/Xilinx/brevitas



31 |

FINN Compiler

FINN Compiler

INT description of the DNN• Modular graph compiler performing 

transformations to:

• Incrementally lower ONNX graph to a hardware 

description.

• Perform optimization: Layer fusion, 

streamlining, …

• Explores the design space:

• Calculates the degrees of  parallelism for each 

kernel using resource cost and performance 

models.

• Creates DNN hardware IP by stitching 

together parametrized kernels from the 

kernel library.

Brevitas

Integrate generated IP 

into custom platform

Vivado / Vitis

31
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FINN‘s Agility Journey

Departing from extreme low precision

• FINN started with building binarized neural network inference solutions (XNOR-Net style).

• Support for 4-bit and 8-bit solutions required robust and innovative kernel generalizations.

• Using higher-precision layers exclusively for IO was bearable.

• Floating-point fallback layers are coming.

Growing robustness for more complex topologies

• Started with serial CNN topologies.

• Support for residual (ResNet) topologies.

• Going for transformers and the time dimension.

Reducing complexity for deploying custom transforms & operators

• New interfaces coming in FINN to be exploited by tooling being built with Microsoft Research.
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Assumption
very low precison → very few quantization levels → very few thresholds.

State of Affairs
FINN unrolls full breadth of thresholds 𝑇𝑖 𝑖=0,…,𝑛−1 with 𝑛 = 2𝑘 − 1 for a k-bit output:

𝑦 = ෍

𝑖=0

𝑛−1

𝑇𝑖 ≤ 𝑥

• Already optimal for binary outputs.

• Acceptable for up to about 4-bit outputs.

• Exponentially increasing pain beyond.

Classic Thresholding in FINN

However, exponentially growing costs per op

• Threshold memory traffic, and

• Parallel comparator demand for throughput

Benefit: Memory access pattern independent from input.
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Exploiting Binary Search

#0 #2

#1

#4 #6

#5

#3

𝑇1𝑇0 𝑇6𝑇5𝑇4𝑇3𝑇2

The Deal

• Thresholds must be sorted.

• Memory access becomes input-dependent.

• Memory access volume only grows linearly with output precision.

0 1 1

𝑟0 0 1

𝑟0 𝑟1 0

𝑟0 𝑟1 𝑟2 → 𝒚

≤

≤

≤

𝒙Threshold Index

𝑐ℎ𝑛𝑙 |

𝑐ℎ𝑛𝑙 |

𝑐ℎ𝑛𝑙 |

𝐼𝐼 = 𝑘

𝑇2𝑇0 𝑇6𝑇4

𝑇5𝑇1

𝑇3

𝒙 𝐼𝐼 = 1

≤

≤

≤
𝑟0

𝑟0 𝑟1

𝑟0 𝑟1 𝑟2 → 𝒚

Trivial Channel 

Folding

Write Enable 

Patterns 

during 

Initialization

Sole 

Remaining 

Local Indexing

Cheap Pipelining

][

]

]

[

[
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Compressor Tree Construction for Dot-Product Reduction

(3 : 1, 1]

→ (3 : 2]

Counter

(FA)

(2, 3 : 1,1,1]

→ (2, 3 : 3]

Counter

(2, 5 : 1,2,1]

Counter

Natural

Pipelining 

Opportunities

Within Stage:

→ LUT → CC* →

Admissable Chaining:

• CC of full slices before Versal.

• Also LUT cascade on Versal.

Konstantin J. Hoßfeld, Hans Jakob Damsgaard, Jari Nurmi, 

Michaela Blott, and Thomas B. Preußer: High-Efficiency 

Compressor Trees for Latest AMD FPGAs, ACM TRETS, 

February 2024. https://doi.org/10.1145/3645097

https://doi.org/10.1145/3645097
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Low-Precision DSP Packing

• Multiplier shared across vectorized multiplicands

• Vectorization radix to allow sufficient lane spacing

• Accumulation spill-over monitored and corrected 

in external fabric

Performance per DSP48E2

• HLS: 1 MAC/cycle

• This Technique: • 𝟖 × 𝟖 bits: 2 MAC/cycle

• 𝟒 × 𝟒 bits: 4 MAC/cycle
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Loop Operator Tapping into the Time Dimension

Idx | Offset

memstream

next

Selected weights 

played upon 

reception of 

iteration index.

Layer Compute

0

+1
done

?

no
Input arbitration 

preferring loopback 

over fresh inputs.

…

Route output for 

loopback unless 

done with last 

iteration.

Allow datapath to 

drag behind in time 

to accommodate 

weight access 

latencies.
Do not lockstep 

index and data 

pipelines!

Data Buffering.



Conclusions
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Today’s AI

The AI Revolution in Supercycles

AI Pervasiveness

Large-Scale Training

and Inference

Cloud

Personal Assistants,

Games, Copilot

Endpoints

Automotive, Sensor Intelligence, 

Robotics, Medical

Embedded

Virtual         Personalized          Physical

With Increasing Unit Volume

AI Revolution
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Summary & Conclusion

• AI is disrupting many industries today and many more to come.

• Inference efficiency is the #1 challenge int the AI revolution on all levels.

• Specialization of accelerators with dataflow, quantization and sparsity 

promises orders of magnitude of improvements.

• Agile end-to-end flows essential to keep up with rate of innovation.

• Pressing need for agility in tools like FINN, Brevitas & Brainsmith.



Thank You.
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Disclaimer

The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions and 

typographical errors.​​

The information contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product 

and roadmap changes, component and motherboard version changes, new model and/or product releases, product differences between 

differing manufacturers, software changes, BIOS flashes, firmware upgrades, or the like. AMD assumes no obligation to update or otherwise 

correct or revise this information. However, AMD reserves the right to revise this information and to make changes from time to time to the 

content hereof without obligation of AMD to notify any person of such revisions or changes.​​

AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF AND ASSUMES NO 

RESPONSIBILITY FOR ANY INACCURACIES, ERRORS OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION.​​

AMD SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR 

PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR ANY DIRECT, INDIRECT, SPECIAL OR OTHER 

CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF AMD IS EXPRESSLY 

ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.​​

ATTRIBUTION

© 2025 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, EPYC, Instinct, Radeon, ROCm, Ryzen, Versal, and 

combinations thereof are trademarks of Advanced Micro Devices, Inc. in the United States and/or other jurisdictions. 
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